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The need for cyber-resilience in critical 
infrastructure

• Successful attacks are becoming 
more frequent
• Stuxnet (2010), Dragonfly/Energetic 

Bear, Black energy (Ukraine 2015), 
Crashoverride (Ukraine 2016), Florida 
water system hack (February 2021), 
Colonial Pipeline (May 2021)

• Perimeter defenses are not sufficient 
against determined attackers



The need for cyber-resilience in critical 
infrastructure

• Supervisory Control and Data Acquisition 
(SCADA) systems form the backbone of critical 
infrastructure services
• Must be constantly available and running at 

expected level of performance (able to react 
within 100-200ms)
• Failures and downtime can cause catastrophic 

consequences, such as equipment damage, 
blackouts, and human casualties and they are 
a target for attackers today



Intrusion Tolerance: an approach for 
resilience

• Intrusion tolerance is the ability to continue to operate correctly, and 
at an expected level of performance, despite attacks that succeed in 
compromising part of the system



Spire: Intrusion Tolerant SCADA for the Power 
Grid

Continues to work correctly (and meet performance guarantees) even if some critical 
components have been compromised

CHAPTER 3. INTRUSION-TOLERANT SCADA FOR THE POWER GRID

Figure 3.5: Intrusion-Tolerant SCADA system architecture for a single control center
deployment with 6 replicas (f = 1, k = 1).

3.2 Intrusion-Tolerant SCADA Architec-
ture

Figure 3.5 shows the architecture for a complete intrusion-tolerant SCADA system
deployment using a single control center containing six replicas, which simultaneously
overcomes one compromised replica and one replica undergoing proactive recovery.
In this architecture, the system continues to make progress as long as four of the
replicas are correct and connected.

The SCADA master is replicated using Prime, and each replica runs a diverse
variant of the software (represented as di↵erent colors in Figure 3.5). Periodically,
the replicas are rejuvenated one at time, in a round-robin manner, to remove any
potentially undetected compromises. Rejuvenating replicas follow the proactive re-
covery procedure, which includes generating a new diverse variant of the software
that is di↵erent from all past, present, and future variants (with high probability).

We deploy two separate intrusion-tolerant Spines networks to carry the two dif-
ferent types of SCADA system tra�c. A coordination network (purple Spines nodes
in Figure 3.5) connects all of the replicas and carries tra�c solely between the repli-
cas for the intrusion-tolerant replication protocol; A dissemination network (blue
Spines nodes in Figure 3.5) connects the SCADA master replicas with the HMIs
and RTU/PLC proxies in field sites (substations), carrying the SCADA updates,
responses, and control commands. Note that SCADA master replicas are simultane-
ously connected on both of these intrusion-tolerant networks.

Normal System Operation. SCADA system updates are generated by the HMI
and RTU/PLC proxies: the HMI sends an update when a human operator enters a
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What about the network?

• SCADA systems for wide-area transmission 
systems support large power grids with 
PLCs in many substations spanning 
hundreds of miles

• What happens if the control center is 
disconnected?
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What about the network?
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Remaining challenges

• How can we make this easy for 
power grid operators to deploy?

• Our recent work shows how we 
can offload management of part of 
the system to cloud providers, 
even if we don’t fully trust them 
with our data!
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Remaining challenges

• Is this threat model enough?

• Unfortunately, probably not…our 
ongoing work is investigating 
compound threats (natural 
disaster + follow-on cyberattacks)




